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1. (10 points) Let

A =

 2 0 0
1 2 1
−1 0 1

 .
Is A diagonalizable? If so write A = PDP−1, where P is invertible and D is diagonal.

Solution. We first need to compute the eigenvalues.

det(A− λI) = det(

 2− λ 0 0
1 2− λ 1
−1 0 1− λ

) = (2− λ)2(1− λ).

Therefore, λ = 2 and λ = 1.

The eigenspace corresponding to λ = 1 is the solution set of (A− I)x = 0. 1 0 0
1 1 1
−1 0 0

 x1
x2
x3

 =

 0
0
0

 .
The reduced echelon form of the augmented matrix is 1 0 0 0

0 1 1 0
0 0 0 0

 .
Therefore, x3 is free and we have x1 = 0, x2 = −x3. Let x3 = t. Then x1

x2
x3

 =

 0
−t
t

 .
So, a basis for the eigenspace corresponding to λ = 1 is


 0
−1
1

 .

The eigenspace corresponding to λ = 2 is the solution set of (A− 2I)x = 0. 0 0 0
1 0 1
−1 0 −1

 x1
x2
x3

 =

 0
0
0

 .
The reduced echelon form of the augmented matrix is 0 0 0 0

1 0 1 0
−1 0 −1 0

 .
Therefore, x2 and x3 are free and we have x1 = −x3. Let x2 = t and x3 = s. Then x1

x2
x3

 =

 −st
s

 .
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So, a basis for the eigenspace corresponding to λ = 1 is


 −1

0
1

 ,
 0

1
0

 .

Therefore,

P =

 0 −1 0
−1 0 1
1 1 0

 D =

 1 0 0
0 2 0
0 0 2

 .
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2. (10 points)

(a) Write a formula for the determinant of an n× n matrix A.

(b) Let {v1, . . . , vn} is a subset of a vector space W . What does it mean W = sapn{v1, . . . , vn}?
What does it mean {v1, . . . , vn} is linearly independent.

(c) A subspace of a vector space W is ....

(d) Let A be an n× n matrix. The characteristic equation of A is ...

Solution.

(a) Any cofactor expression is a formula for A, for instance the cofactor expression down to jth
column is

det(A) = (−1)1+ja1jdet(A1j) + (−1)2+ja2jdet(A2j) + . . .+ (−1)n+janjdet(Anj),

where Aij denote the submatrix formed by deleting the ith row and jth columns of A.

(b) W = sapn{v1, . . . , vn} means that every element w ∈ W is a linear combination of v1, . . . , vn,
i.e., there are scalars c1, . . . , cn such that w = c1v1 + . . . + cnvn. Also {v1, . . . , vn} is linearly
independent if we have c1v1 + . . . + cnvn = 0 for any scalars c1, . . . , cn, implies that c1 = . . . =
cn = 0.

(c) A subspace of a vector space W is a non-empty subset of H of W such that

i. 0 ∈ H.

ii. u+ v ∈ H for every u, v ∈ H.

iii. cv ∈ H for every scalar c and any vector v ∈ H.

(d) The characteristic equation of A is det(A− λI) = 0.
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3. (10 points) Let W be a vector space with a basis {v1, v2, v3}. Define two other bases for W ,

B = {v1 − v2,−v3, v1 + v3} and C = {v1 + v2, v2 + v3, v1 + v2 + v3}.

(a) Find P
C←B

.

(b) Let w = 2v1 + 4v2 + 3v3. Write [w]B.

Solution.

(a) Let E = {v1, v2, v3}. Since W has dimension 3 there is an isomorphism from W to R3 where
v 7→ [v]E . Note that

[v1 − v2]E =

 1
−1
0

 [−v3]E =

 0
0
−1

 [v1 + v3]E =

 1
0
1


and

[v1 + v2]E =

 1
1
0

 [v2 + v3]E =

 0
1
1

 [v1 + v2 + v3]E =

 1
1
1

 .
We only need to find the matrix of change of bases form

 1
−1
0

 ,
 0

0
−1

 ,
 1

0
1

 and


 1

1
0

 ,
 0

1
1

 ,
 1

1
1

 .

We have  1 0 1 1 0 1
1 1 1 −1 0 0
0 1 1 0 −1 1

˜
 1 0 0 −1 2 −1

0 1 0 −2 0 −1
0 0 1 2 −2 2


Therefore, P

C←B
=

 −1 1 −1
−2 0 −1
2 −1 2

 .
(b) Note that w = 2v1 + 4v2 + 3v3 = −4(v1 − v2) + 3(−v3) + 6(v1 + v2). Therefore,

[w]B =

 −4
3
6

 .
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4. (10 points) Let V be a vector space with a basis B = {v1, v2, v3} and W a vector space with a basis
C = {w1, w2, w3}. Let T be a function from V to W such that T (v1) = w1+w2, T (v2) = w1+w2−w3,
and T (v3) = 2w1 + 2w2 − w3.

(a) Is T a linear transformation? Justify your answer.

(b) If T a linear transformation, write matrix T relative to the basis B and C.

Solution.

(a) No. Assume that T maps every vector to zero except v1, v2, and v3. Then if T is a linear
transformation, we have

T (2v1) = 2w1 + 2w2 6= 0.

(b) The matrix T relative to the basis B and C is

[[T (v1)]C [T (v2)]C [T (v3)]C ] =

 1 1 2
1 1 2
0 −1 −1

 .
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5. (5 points) Mark each statement True or False.

(a) If A = PDP−1 for an invertible matrix P and a diagonal matrix D, then P and D are unique.

(b) If v1 and v2 are linearly independent eigenvectors, then they correspond to different eigenvalues.

(c) Let T be a linear transformation. Then T is one-to-one if and only if ker T = {0}.
(d) If T : V → W is an isomorphism and H is a subspace of V of dimension n, then image of H is

also of dimension n.

(e) If W = span{v1, v2, v3, v4, v5} and v1 ∈ span{v2, v3, v4, v5}, then dimW = 4.

Solution.

(a) False.

(b) False.

(c) True.

(d) True.

(e) False.
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The end. Have a great weekend


