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An Explicit Theorem of the Square
for Hyperelliptic Jacobians

Jane Arledge & David Grant

Introduction

LetA be an abelian variety over a fieldk, D a symmetric divisor onA, s andd the
sum and difference maps fromA×A intoA, andp1 andp2 the projections onto the
first and second factors. The theorem of the square and the seesaw principle [M1,
Secs. 5, 6] guarantee that there exists a functionf(u, v) onA×A (determined up
to constant multiples) with divisors∗D+ d ∗D− 2p∗1D− 2p∗2D. Since this func-
tion encodes all the information about the group morphism onA, it is useful to
knowf(u, v) explicitly. Indeed, ifa, b, c ∈A and ifDc is the image ofD under
the translation-by-cmap, then the divisor off

(
u− a+b

2 ,− a+b
2

)/
f
(
u− a+b

2 , −a+b2

)
isDa+b+D−Da−Db,which is the theorem of the square forD. If k is the com-
plex numbers, then the construction off is classical. One merely takes a theta
functionθ with divisorD (see e.g. [La]); then

f(u, v) = θ(u+ v)θ(u− v)/θ(u)2θ(v)2,
for u, v in the universal cover ofA, has the desired property.

WhenA is the JacobianJ of a curveC, it is useful to determinef in terms of
symmetric functions onC. If k is the complex numbers andD is a theta divisor
of J, then Riemann’s theta identities (see [Mu, p. 212]) expressθ(u+ v)θ(u− v)
in terms of sums of products of theta functions with characteristics evaluated atu

andv.WhenC is hyperelliptic, Baker [Ba2] described how the resulting functions
of u andv can be expressed as explicit symmetric functions in the coordinates of
the points in the support of the divisors corresponding tou andv; he found a way
to expressf(u, v) as a polynomial in the second logarithmic derivatives of a theta
function evaluated atu andv. In genus 1, Baker’s formula was well known and is
a cornerstone of the analytic theory of elliptic curves. In genus 2, this formula was
recently used to understand the group law onJ [G1], the derivatives of theta func-
tions [G3], and the arithmetic of certain points on intersections of divisors [G2].
In genus 3, some of these same applications were carried out in [O]; in [A], a ver-
sion of this formula was needed that worked over any fieldk in order to understand
the arithmetic of certain torsion points.

In this paper we prove a version of Baker’s formula for hyperelliptic curves of
any genusg over any fieldk, generalizing the argument in [A]. Our formula takes
a different shape than Baker’s, but it must agree with his whenk is the complex
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numbers. We do not know whether our formula was known to Baker or his con-
temporaries in the complex case, but related formulas appear forg = 2 in [Ba1,
Sec. 218].

We hope the explicit nature of the result will be of use not only to number the-
orists and geometers but also—with the introduction of hyperelliptic curves into
coding and cryptology [BHHW; K]—to computer scientists.

We would like to thank the referee for several useful suggestions.

Preliminaries

Let k be a field and̄k an algebraic closure ofk. Unless stated otherwise, all alge-
braic geometric objects will be assumed to be defined overk̄. Takeg ≥ 1. Let
p, q ∈ k [x] be such thatp is monic of degree 2g + 1, q is of degree at mostg,
and the affine curve

y2 + q(x)y = p(x)
is nonsingular (for the conditions this puts onp andq, see [L]). LetC be the pro-
jective nonsingular curve overk associated to the affine curve, and let∞ denote
the lone point at infinity onC with respect to the affine model, which isk-rational.
ThenC is a hyperelliptic curve of genusg, and every hyperelliptic curve of genus
g overk with ak-rational Weierstrass point arises in this fashion. The hyperelliptic
involution onC is given byP̄ = (x,−y−q(x)) for a pointP = (x, y),with ∞̄ =
∞. We letȳ = −y− q(x). The Weierstrass points ofC are the fixed points of the
involution. Note thatx andy have poles of order 2 and 2g+1 (respectively) at∞.

LetJ be the Jacobian ofC overk, so that the points ofJ parameterize the group
Pic0(C) of divisors of degree 0 onC modulo linear equivalence. We will identify
points ofJ with the corresponding divisor classes in Pic0(C). We writeD1∼ D2

to denote that two divisors are linearly equivalent, and we let cl(D) be the class of
the divisorD modulo linear equivalence. For anyP ∈C, considering the divisor
of x − x(P ) shows thatP + P̄ ∼ 2∞.

Let ψ : C → J be the Albanese embedding that uses∞ as base point. Then
we have morphisms overk,

Cg
π−→ C(g) ϕ−→ J,

from the productCg into the symmetric productC(g) intoJ,whereπ is the natural
projection andϕ is induced fromψ. It follows from the Riemann–Roch theorem
thatϕ is a surjective birational map, and viaϕ we will often identify symmetric
functions onCg with functions onJ.

LetMi be the divisorC×· · ·×C×∞×C×· · ·×C inCg (the∞occurring in the
ith slot), letM be the image underπ of anyMi, and let2 be the image underϕ of
M. LetNij be the divisor inCg consisting of points whosej th component is the hy-
perelliptic involution of theith component; letN be the image underπ of anyNij .

If P1+· · ·+Pg ∼ Q1+· · ·+Qg, thenP1+· · ·+Pg + Q̄1+· · ·+ Q̄g −2g∞
is the divisor of a function, which must be a polynomial inx. Thus, if theQi are
not a permutation of thePi thenPi = P̄j for somei 6= j.

It follows that every divisor classD ∈ Pic0(C) can be uniquely represented
by a divisor of the formP1+ · · · + Pr − r∞ for somer ≤ g, wherePi 6= ∞
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and, fori 6= j, Pi 6= P̄j . In particular,2 consists of divisor classes of the form
cl(P1+ · · · + Pr − r∞) for r ≤ g − 1 andJ − 2 consists of divisor classes of
the form cl(P1+ · · · + Pg − g∞), wherePi 6= ∞ andPi 6= P̄j for i 6= j. Hence
ϕ(N ) ⊂ 2 andϕ is an isomorphism fromC(g)−N−M ontoJ −2 [M2, Sec. 5].

Lemma 1. Let f ∈ k̄(J ), and takeF = π∗ϕ∗f in k̄(Cg−1)(C) by considering
functions ink̄(Cg) as functions of the first factorC with coefficients in the function
field of the product of the other factors. Then

ord2(f ) = ord∞(F ).

Proof. From the foregoing we haveϕ∗2 = mM + nN for some positivem and
n. Sinceϕ is a birational morphism of nonsingular projective varieties and since
ϕ(N ) is not dense in2, [I, Thm. 2.28] implies thatm = 1. Hence

ord2(f ) = ordM ϕ
∗(f ).

By construction,π∗(M) = l(M1+M2 + · · · +Mg) for some positivel. Sinceπ
is a surjective finite morphism of nonsingular varieties, [I, Lemma 2.26] gives us

g∑
i=1

l[k̄(Mi) : k̄(M)] = deg(π).

But deg(π) = [k̄(Cg) : k̄(C (g))] = g! and [k̄(Mi) : k̄(M)] = (g − 1)!, so l = 1.
Henceπ∗(M) = M1+ · · · +Mg and

ord2(f ) = ordM1 π
∗ϕ∗(f ).

Finally, we note that ordM1(F ) is just the order at∞ of F considered as a func-
tion of the first factorC with coefficients in the function field of the product of the
other factors.

Notation. We letO denote the identity ofJ ; for a functionf,we let(f ) denote
its divisor. ForP ∈ J, we let2P denote the translate of2 under the translation-
by-P map.

The Function

Let P1, . . . , P2g be independent generic points onC, so u = cl(P1 + · · · +
Pg − g∞) andv = cl(Pg+1+ · · · + P2g − g∞) are independent generic points
on J. We writePi = (xi, yi). Let a = [ g−2

2

]
andb = [ 3g−1

2

]
, where the square

brackets denote the greatest integer function.
Define the matrices

W =



y1x
a
1 . . . y1x

2
1 y1x1 y1 xb1 . . . x 2

1 x1 1
...

yg x
a
g . . . yg x

2
g ygxg yg xbg . . . x 2

g xg 1

yg+1x
a
g+1 . . . yg+1x

2
g+1 yg+1xg+1 yg+1 xbg+1 . . . x 2

g+1 xg+1 1
...

y2g x
a
2g . . . y2g x

2
2g y2g x2g y2g xb2g . . . x 2

2g x2g 1


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and

W̄ =



y1x
a
1 . . . y1x

2
1 y1x1 y1 xb1 . . . x 2

1 x1 1
...

yg x
a
g . . . yg x

2
g ygxg yg xbg . . . x 2

g xg 1

ȳg+1x
a
g+1 . . . ȳg+1x

2
g+1 ȳg+1xg+1 ȳg+1 xbg+1 . . . x 2

g+1 xg+1 1
...

ȳ2g x
a
2g . . . ȳ2g x

2
2g ȳ2g x2g ȳ2g xb2g . . . x 2

2g x2g 1


.

Let D andD̄ denote (respectively) the determinants ofW andW̄, and setη =
DD̄. SinceDD̄ is invariant under the action of the symmetric group onP1, . . . , Pg
andPg+1, . . . , P2g, we can considerη to be a function ink(J × J ) and writeη =
η(u, v), which is then regular foru, v ∈ J −2.

We now define

δ(u, v) =
∏

1≤i<j≤g
(xi − xj )2

∏
g+1≤i<j≤2g

(xi − xj )2
∏

1≤i≤g
g+1≤j≤2g

(xi − xj ),

which we similarly consider as a function ink(J × J ), regular foru, v ∈ J −2,
and we let

H(u, v) = η(u, v)

δ(u, v)
.

Our main result is as follows.

Theorem 2. The divisor ofH(u, v) is

s∗2+ d ∗2− 2p∗12− 2p∗22.

In order to prove the theorem, we will specializev and evaluate the divisor of

Hv(u) = ηv(u)/δv(u)∈ k̄(J ),
whereηv(u) = η(u, v)∈ k̄(J ) andδv(u) = δ(u, v)∈ k̄(J ).

LetE ⊂ J be the irreducible divisor onJ representing divisor classes in Pic0(C)

of the form{cl(2Q1+Q2+ · · · +Qg−1− g∞) | Qi ∈C}. If g = 1, we takeE to
be the zero divisor.

Proposition 3. Let u = cl(P1 + · · · + Pg − g∞) and v = cl(Pg+1 + · · · +
P2g − g∞) be points inJ −2− E, and suppose thatPi 6= Pj andPi 6= P̄j for
any1≤ i ≤ g andg + 1≤ j ≤ 2g. Thenu + v ∈2 if and only ifD = 0, and
u− v ∈2 if and only ifD̄ = 0.

Proof. Suppose the sumu+ v ∈2. Then we can writeu+ v = cl(P̄2g+1+ · · · +
P̄3g−1− (g−1)∞) for someP2g+1, . . . , P3g−1∈C. Then we haveR = P1+· · ·+
P3g−1 − (3g − 1)∞ ∼ O, which implies that there exists a functionF ∈
L((3g−1)∞)with divisorR. By the Riemann–Roch theorem,L((3g−1)∞) has
a basis consisting of the 2g functions

{1, x, x 2, . . . , xb, y, yx, yx 2, . . . , yxa}.
Hence we can put
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F = γ0 + γ1x + γ2x
2 + · · · + γb xb + α0y + α1yx + α2yx

2 + · · · + αayxa
for someαj, γj ∈ k̄ and so obtain the dependence relation between the columns
of W,

γ0+ γ1xi + γ2x
2
i + · · · + γb xbi + α0yi + α1yi xi + α2yi x

2
i + · · · + αayi xai = 0

for i = 1, . . . ,2g. Sinceu, v 6= O, we do not haveαj, γj all zero. Thus the deter-
minantD = 0.

Conversely, supposeD = 0. Then there exists a dependence relationship be-
tween the columns ofW ; say,

γ0+ γ1xi + γ2x
2
i + · · · + γb xbi + α0yi + α1yi xi + α2yi x

2
i + · · · + αayi xai = 0

for i = 1, . . . ,2g and someαj, γj ∈ k̄, not all 0. Then

F = γ0 + γ1x + γ2x
2 + · · · + γb xb + α0y + α1yx + α2yx

2 + · · · + αayxa
is inL((3g−1)∞). Because thePi (1≤ i ≤ 2g) are distinct points in the support
of the divisor of zeros ofF, it follows that there exist pointsP2g+1, . . . , P3g−1 ∈
C such that

(F ) = P1+ · · · + P3g−1− (3g −1)∞
and henceu+ v = cl(P̄2g+1+ · · · + P̄3g−1− (g −1)∞)∈2.

Now −v = cl(P̄g+1+ · · · + P̄2g − g∞). SincePi 6= P̄j for 1 ≤ i ≤ g and
g + 1 ≤ j ≤ 2g, we can substitute−v for v in the proof just described to get
u− v ∈2 if and only if D̄ = 0.

Corollary 4. Letv ∈ J −2− E = cl(Pg+1+ · · · + P2g − g∞). Thenηv(u)
has poles precisely along2 and zeros precisely along2v, 2−v, E, 2ψ(Pi), and
2ψ(P̄i )

for g + 1≤ i ≤ 2g. If the characteristic ofk is 2, thenηv(u) vanishes at
least to order2 atE.

Proof. This is clear from the definitions and Proposition 3 if the characteristic of
k is not 2, so suppose it is. Then, since−1= 1, it follows thatD andD̄ are both
functions onCg that are invariant under the symmetric group and so can be con-
sidered as functions onJ ; each of them vanishes onE.

We now turn our attention to the divisor ofδv(u). It has poles only along2, and
we need to determine its divisor of zeros.

Let P = (r, s) ∈C −∞, let Pi = (xi, yi), 1≤ i ≤ g, be independent generic
points onC, and letu = cl(P1+ P2 + · · · + Pg − g∞) ∈ J. DefinefP (u) =
(x1− r)(x2 − r) · · · (xg − r), which is a symmetric function onCg that we con-
sider as a function onJ.

Proposition 5. The divisor offP (u) is given by

(fP (u)) = 2ψ(P) +2ψ(P̄ ) − 22.

Proof. Note thatfP is regular off2 and, by Lemma 1, has a pole at2 of order 2.
Supposeu ∈ J −2 andu = cl(P1+ P2 + · · · + Pg − g∞) with Pi = (xi, yi).
ThenfP (u) = 0 exactly whenxi = r for somei, which happens exactly when
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u−cl(P −∞)∈2 oru−cl(P̄ −∞)∈2; this means thatu∈2ψ(P) oru∈2ψ(P̄ ).

The irreducibility of these divisors implies that the support of the divisor of zeros of
fP (u) contains2ψ(P) and2ψ(P̄ ). By the theorem of the square,2ψ(P)+2ψ(P̄ ) ∼
2ψ(P)+ψ(P̄ ) +2 ∼ 22 and hence there exists a functiong(u)∈ k̄(J ) with divisor
2ψ(P) +2ψ(P̄ ) − 22. But this means thatfP (u)/g(u) is regular onJ and hence
a constant. SincefP (u) does not vanish identically, we have our result.

Now define
d(u) =

∏
1≤i<j≤g

(xi − xj )2.

We need the following well-known lemma, whose proof we include owing to a
lack of suitable reference.

Lemma 6. Let s1, . . . , sn be the elementary symmetric polynomials in the inde-
pendent variablesx1, . . . , xn, n ≥ 2. Then, ifk is any field, the discriminant poly-
nomial d = ∏

1≤i<j≤n(xi − xj )2 is an irreducible element in the ring of power
seriesk [[s1, . . . , sn]] if the characteristic ofk is not 2, and d is the square of an
irreducible element if the characteristic ofk is 2.

Proof. Sincek [[ x1, . . . , xn]] is a unique factorization domain, ifd = fg for f, g ∈
k [[s1, . . . , sn]] then, for somei < j, we have thatxi − xj dividesf if f is not a
unit. Since the symmetric groupSn is doubly transitive,e = ∏1≤i<j≤n(xi − xj )
dividesf. Likewise, if g also is not a unit thene dividesg, sof andg are units
multiplied bye. But if the characteristic ofk is not 2 thene is not invariant under
Sn, sod is irreducible. If the characteristic ofk is 2, the argument shows thate is
irreducible.

Proposition 7. The divisor ofd(u) isnE−4(g−1)2,wheren = 2 if the char-
acteristic ofk is 2 andn = 1 otherwise.

Proof. This is trivial if g = 1, so takeg > 1. Note thatd is regular off2 and (by
Lemma 1) has a pole at2 of order 4(g −1). Note then thatd(u) vanishes foru∈
J −2 precisely whenu∈E and so, sinceE is irreducible, the divisor of zeros of
d(u) is nE for some positive integern. We can computen by considering a local
equation forE in any local ring at a point alongE.

LetP ∈C be a non-Weierstrass point. ThenQ = cl(g(P −∞))∈ J −2, Q∈
E, so we consider the local ringOJ,Q. This is isomorphic toOC(g),R, whereR =
ϕ−1Q. Let f be a local equation forϕ∗E in OC(g),R, sod = f ng for g ∈OC(g),R
andg not a multiple off. Sincex − r is a uniformizer atP, we know from [M2,
Prop. 3.2] that we can identify the completed local ringÔC(g),R with the power
series ring over̄k generated by the elementary symmetric polynomialss1, . . . , sg
of xi − r. Considering the equationd = f ng after embeddingd, f, andg into
k̄ [[s1, . . . , sn]] , we see thatf is not a unit. Hence, if the characteristic ofk is not
2 then (by Lemma 6)n = 1 andd is a local equation forE. Likewise, if the char-
acteristic ofk is 2, thend is the square of an irreducible element ink̄ [[s1, . . . , sn]]
that must vanish atE, son = 2.

Putting the last two propositions together, we have the following corollary.
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Corollary 8. Let v ∈ J − 2 − E = cl(Pg+1+ · · · + P2g − g∞). Then the
divisor of δv(u) is

(δv(u)) = nE +
( 2g∑
i=g+1

2ψ(Pi) +2ψ(P̄i )

)
− (6g − 4)2,

wheren = 2 if the characteristic ofk is 2 andn = 1 otherwise.

Proposition 9. Letv ∈ J −2− E. Then the divisor ofHv(u) is given by

(Hv(u)) = 2v +2−v − 22.

Proof. From the two corollaries, we have immediately thatHv(u) has poles only
along2 and zeros at2v and2−v. ConsideringD andD̄ as functions ofP1 =
(x1, y1), they have poles at∞ of order at most 3g−1 whetherg is even or odd and
so (by Lemma 1)DD̄ has a pole at2 of order at most 6g−2. Hence, by Corollary
8,Hv(u) has a pole at2 of order at most 2. Sincev+ (−v) = O, by the theorem
of the square there exists a functiong ∈ k̄(J ) with (g) = 2v +2−v − 22. Then
Hv(u)/g(u) has no poles and is therefore constant. SinceHv(u) is not identically
0, for v ∈ J −2− E we have

(Hv(u)) = 2v +2−v − 22.

We are finally in a position to prove our main result.

Proof of Theorem 2.Since2 is symmetric, we have noted that the divisor
s∗2 + d ∗2 − 2p∗12 − 2p∗22 is principal. Now letF be a function onJ × J
with this divisor. Again, since2 is a symmetric divisor, the divisor ofF(v, u)
is the same as that ofF(u, v), so they differ by a constant. LetFv(u) ∈ k̄(J ) be
F(u, v) with v fixed inJ −2, so that(Fv) = 2v +2−v − 22. Then, by restrict-
ing v to J − 2 − E, we have thatHv(u) = Fv(u) · g(v) for someg depending
only onv.

We now claim thatη(v, u) = ±η(u, v). Indeed, reversing the roles ofu andv
in W amounts to switchingPi andPi+g for 1≤ i ≤ g, which inducesg transpo-
sitions of the rowsW and changesD by at most a sign. Reversing the roles ofu

andv in W̄ amounts to switchingPi andPi+g for 1≤ i ≤ g (which again induces
g transpositions of the rows of̄W) and applying the hyperelliptic involution to the
entries of the firsta+1 columns ofW̄. Sincea+ g ≤ b, the application of the hy-
perelliptic involution to each of these columns changes merely the sign ofD̄. As
a consequence,H(v, u) = ±H(u, v).

Therefore, by a symmetric argument and restrictingu to J − 2 − E, we see
thatH(u, v)/F(u, v) depends only onu. ThusH(u, v)/F(u, v) is a constant on an
open dense subset ofJ × J and hence is constant on all ofJ × J. SinceH(u, v)
is not identically 0, it follows thatH(u, v) has the same divisor asF(u, v).

Examples. 1. Wheng = 1, we obtain the familiarH(u, v) = x1− x2.

2. Wheng = 2, q(x) = 0, andp(x) = x 5+ b1x
4+ b2x

3+ b3x
2+ b4x+ b5,

expanding the determinants forD andD̄ and usingy2 = p(x) yields
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H(u, v) = ℘11(u)− ℘11(v)+ ℘12(u)℘22(v)− ℘12(v)℘22(u),

where, for the divisor classz = cl((x, y) + (x ′, y ′) − 2∞), we have℘22(z) =
x + x ′, ℘12(z) = −xx ′, and

℘11(z) =
(x + x ′)(xx ′)2 + 2b1(xx

′)2 + b2(x + x ′)xx ′
+ 2b3xx ′ + b4(x + x ′)+ 2b5− 2yy ′

(x − x ′)2 ,

which (up to a change in notation, since Baker did not takep to be monic) agrees
over the complex numbers with the formula given by Baker in [Ba2, p. 381] and
[Ba1, Sec. 218]. See also [G1].
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